Multiscale modeling of the thermomechanical behavior in heterogeneous media embedding Phase Change Materials particles
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Abstract
In this work, a multiscale model for thermomechanical properties of composite structures containing phase change particles is developed. For the mechanical part, a classical linear computational homogenization procedure is employed. For the thermal part, due to the strong nonlinear, history-dependent thermal effects, a concurrent multiscale (FE\textsuperscript{2}) method is extended to take into account the presence of Phase Change Materials particles (PCM) at the microscale. The PCM inclusions change from liquid to solid state in the range of room temperature. This phase change induces a modified macroscopic thermal behavior, which can be used e.g. to design materials with enhanced thermal inertia and reduce energy consumption in civil engineering constructions. The technique allows taking into account accurately the fully nonlinear, history-dependent thermal behavior through numerical calculations at the microscale based on a Representative Volume Element (RVE) and its effect at the macroscale. The method is applied to concrete material including paraffin wax PCM. The results show the benefits of the PCM on the thermal behavior, including shifted and smoothed temperature response as compared to materials without PCM particles.
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1. Introduction
PCMs generally refer to substances with high latent heat, and which can change phase from liquid to solid over a restricted temperature range. These materials are able to store and release a significant amount of energy during thermal phase changes between solid and liquid states. To improve thermal inertia of buildings and reduce energy consumption, several works have demonstrated the effectiveness of building materials embedding PCMs [1, 2, 3, 4, 5]. For example in [6], different paraffin samples have been tested and defined as the most advantageous PCMs for building applications. In passive applications of solar energy, paraffin can be introduced into building materials to provide energy storage around the comfort temperature of 25 °C. PCM wall can be constructed by incorporating PCMs into construction materials such as cement, concrete and bricks (see Fig. 1). The incorporated PCMs can increase the thermal inertia of the wall so as to reduce the indoor temperature fluctuations, to increase the thermal comfort and to reduce the energy consumption due to air conditioning or heating.

The use of PCM composites in buildings is still in experimental stage, and requires simulation methodologies to predict and design these new structures. The present limitations are related to the strong nonlinear, history-dependent
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thermomechanical behavior of such materials and its multiscale nature. Due to the nonlinear phase change at the microscale, classical thermal models cannot be employed at the macroscale, and defining the overall macroscopic behavior cannot be performed by classical (linear) homogenization approaches. In addition, describing explicitly all heterogeneities in a numerical nonlinear model such as the Finite Element Method is not feasible due to the scale separation, i.e. the large ratio between the characteristic dimensions of the structures and of the PCM capsules.

In [8], an algorithm based on Finite Volume Method was employed to simulate a 2D model of PCMs incorporated in porous metals, combining fluid dynamics and heat transfer. In [9], a Volume Of Fluid model was used to simulate thermal phase changes. In [10], an analytical model based on Mori-Tanaka method [11] was developed to evaluate thermal performances of composites including PCMs, but neglecting phase changes effects.

In the present work, we propose to model the fully nonlinear thermomechanical behavior of PCM composites by using a concurrent multiscale method (FE$^2$ method, see e.g. [12, 13, 14, 15] and a recent review on these classes of methods in [16]). The FE$^2$ employs at each integration point of the macroscopic finite element structural model an explicit description of the representative Volume Element, whose nonlinear response is obtained numerically and transferred to the structure through boundary conditions and numerical averaging operations. The technique has recently been applied to nonlinear conduction (without phase changes) in [17, 18]. The objective of this work is to extend the FE$^2$ method to RVE containing PCM, where local equations include fluid mechanics combined with thermal phase change and description of solid/liquid transitions. The overall response of the structure can then be obtained numerically to describe the effects of the PCM on the response of the structure, which is proposed here for the first time, to our best knowledge.

The overview of the present paper is as follows: in section 2, the equations at the microscale are presented, describing the liquid-solid phase change. In section 3, the mechanical macroscopic model is described, and we show that in the assumption of weak thermomechanical coupling, these effective properties can be computed apart from thermal ones. The coupling between the micro and macroscopic nonlinear thermal properties is provided in section 4. Finally, 2D and 3D numerical examples are presented in section 5 to verify the method and to study the effects of PCM on the overall thermal response of the structure.

2. Microscale phase change thermal model

In this section, we present the equations of the model to be solved at the microscale, involving the presence of a fluid in capsules which can undergo phase change. We consider the RVE described in Fig. 2. The matrix is assumed
to be linearly elastic. The thermal model for the matrix is assumed to be linear. The capsule is composed of a membrane, considered as a linear solid with finite thickness. Inside the capsule, the PCM can change from solid to liquid according to the temperature. The related equations are provided in the following.

2.1. Equations describing the PCM

To model the phase change and the thermal behavior within the PCM, the equivalent heat capacity method is used [19]. In its liquid phase, the PCM is considered as an incompressible Newtonian fluid. The interfaces are assumed to be perfect and viscous dissipation is neglected. In addition, we neglect the volume change associated with phase transition. Under these assumptions, the governing equations are provided as follows. In the matrix, the membrane and the solid phase of the PCM, the energy conservation is expressed as:

\[
\rho_s C_{ps} \frac{\partial T}{\partial t} = \nabla \cdot (\lambda_s \nabla T),
\]

where \(\nabla \cdot (\cdot)\) denotes the divergence operator, \(\rho_s\) is the density, \(C_{ps}\) the specific heat, \(T\) the temperature, \(t\) the time, \(\lambda_s\) the thermal conductivity matrix. The conduction is assumed to be isotropic, i.e. \(\lambda_s = \lambda_s^1\), and \(I\) is the second-order identity tensor. The mass conservation within the liquid phase of the PCM is given by:

\[
\nabla \cdot v = 0,
\]

where \(v\) is the fluid velocity. The equilibrium is given by:

\[
\rho_l \frac{\partial v}{\partial t} + \rho_l (v \cdot \nabla v) = \nabla \cdot \left[-p I + \eta_a (\nabla v + (\nabla v)^T)\right] + F_b,
\]

where \(\rho_l\) is density of the liquid PCM, \(p\) is the pressure, \(\eta_a\) is the dynamic viscosity, \(\nabla(\cdot)\) is the gradient operator and \(F_b\) is used to force a trivial solution of \(v = 0\) in the solid PCM:

\[
F_b = -A_s(T)v.
\]

According to the Darcy model used in [20], \(A_s(T)\) is given by

\[
A(T) = C \frac{(1 - f(T))^2}{(f(T))^3 + b^3},
\]

where \(b = 10^{-3}\) is a numerical perturbation parameter which prevents from divisions by zero, and \(C\) is another constant whose numerical values range between \(10^4\) and \(10^7\), and acts on the melting front. In [21] for example, \(C = 10^5\) was chosen. The liquid fraction \(f\) in the PCM is defined by:
The heat flux is zero on the other boundaries. The temperature profiles are plotted for a point on the boundary, and in (b).

We assume that the velocity of the liquid PCM on the boundary of the membrane is prescribed on the boundaries \( y = 0 \) and \( y = L \), the other boundaries are insulated. To obtain phase transition, the temperature profile shown in Fig. 3 is applied on the upper and lower sides \( y = 0 \) and \( y = L \), and the thickness of the membrane is \( e = 0.015 \) mm (see Fig. 2). To obtain phase transition, the temperature profile shown in Fig. 3 is prescribed on the boundaries \( y = 1 \) mm and \( y = 0 \) mm, the other boundaries are insulated. The PCM has a melting point at 300.15 K and its latent heat of fusion is \( L_f = 1.68 \times 10^5 \) J.kg\(^{-1}\). The dynamic viscosity of the liquid phase is \( \eta_l = 3.42 \times 10^{-3} \) Pa.s. The thermo-physical coefficients of each constituents are provided in Table 2.

The prescribed temperature is increased from 293.15 K to 310.15 K in 3.5 s, then decreased to 293.15 K again in 3.5 s. The phase transitions are shown in Figs 4 and 5, where the function \( f(T) \) indicates the local concentration of liquid phase (in red).

In a second example, the melting process and the thermo-physical properties of the PCM are studied. Using the same RVE as previously, a constant temperature of 303.15 K is applied on the upper and lower sides \( y = 0 \) and \( y = L \), the heat flux is zero on the other boundaries. The temperature profiles are plotted for a point on the boundary, and in points A and B, where A is located at the center of the domain and B is at \( x_B = 0.5 \) mm, \( y_B = 0.66 \) mm (see Fig. 2 (b)).

\[
f(T) = \begin{cases} 
0 & \text{if } T < T_s, \\
\frac{T - T_s}{T_f - T_s} & \text{if } T_s < T < T_f, \\
1 & \text{if } T > T_f, 
\end{cases}
\]  

(6)

where \( T_s \) is the temperature transformation from solid to liquid and \( T_f \) is the temperature at which the transformation from liquid to solid begins. Below \( T_s \), the PCM is solid and above \( T_f \), the PCM is liquid. Between \( T_s \) and \( T_f \), there is a smooth description of the phase transition, where \( \lambda, \eta \) and \( C_p \) vary in the PCM. A function \( \lambda_a(T) \) is used to take into account the variations of thermal conductivity in the PCM:

\[
\lambda_a(T) = \lambda_s + (\lambda_f - \lambda_s)f(T).
\]  

(7)

The following approximation is used for the apparent viscosity:

\[
\eta_a(T) = \eta_l(1 + A_s(T)).
\]  

(8)

Above, \( A_s(T) \) tends towards infinity when the PCM is solid and \( \eta_a(T) = \eta_f \) when the PCM is liquid. The latent heat of fusion \( L_f \), due to phase changes is introduced in the apparent specific heat \( C_{pa} \):

\[
C_{pa} = \begin{cases} 
C_p^s & \text{if } T < T_s, \\
\frac{1}{2}(C_p^s + C_p^c) + \frac{L_f}{T_f - T_s} & \text{if } T_s < T < T_f, \\
C_p^c & \text{if } T > T_f. 
\end{cases}
\]  

(9)

In (9), the apparent specific heat exhibits a peak in the temperature range between \( T_s \) and \( T_f \). This peak increases with \( L_f \). Finally, the energy conservation in the PCM inclusion is given by [19]:

\[
\rho(T)C_{pa} \frac{\partial T}{\partial t} + \rho(T)C_{pa} \nabla \cdot \nabla T = \nabla \cdot (\lambda_a \nabla T). 
\]  

(10)

We assume that the velocity of the liquid PCM on the boundary of the membrane \( \Gamma_{inc} \) is equal to zero:

\[
v = 0 \quad \text{on} \quad \Gamma_{inc}. 
\]  

(11)
Figure 3: Temperature prescribed on the boundary of the RVE.

Figure 4: $f(T)$ during melting ($0 \, s < t < 3.5 \, s$). The red region indicates the liquid phase, the blue region denotes the solid phase.

Figure 5: $f(T)$ during solidification ($3.5 \, s < t < 7 \, s$). The red region indicates the liquid phase, the blue region denotes the solid phase.
Figure 6: Temperature and liquid PCM phase indicator $f(T)$ during melting.

Figure 7: Variations of $\rho C_p$ in the PCM during melting.

Figure 8: Variations of $\lambda_a$ in the PCM during melting.
Phase change occurs at almost constant temperature ($T_L - T_s = 1$ K) as shown in Fig. 6. The thermal properties of the PCM depend on the temperature field (see Fig. 7 and 8). This leads to a time-dependency of the effective thermo-physical properties.

There is a peak of stored energy during phase transition (solid to liquid here) due to the latent heat. This property is necessary to store and release more thermal energy in the composite. The apparent thermal conductivity at each position inside the PCM varies linearly with the liquid fraction indicator $f(T)$ as expressed by (6). The microscale parameters (energy, thermal conductivity, heat flux) which will be used at the macroscale must be computed at each time step and for every integration point. The variation of these parameters at microscale is the source of non linearities in the macroscale model. Assuming small RVE dimensions as compared to the structure, steady state conditions can be considered in the RVE. Under this assumption, Eqs. (1), (3) and (10) can be safely reduced to:

$$\nabla \cdot (\lambda_s \nabla T) = 0,$$

$$\rho_l (v \cdot \nabla v) = \nabla \cdot \left[-pI + \eta_a (\nabla v + (\nabla v)^T)\right] + F_b,$$

$$\rho_l C_{pa} v \cdot \nabla T = \nabla \cdot (\lambda_a \nabla T).$$

It is important to ensure that the microscale domain is representative. For this purpose, an RVE size study is conducted. The effective thermal conductivity of a composite with 20% of PCM volume fraction is considered. Different unit cells containing randomly distributed PCM particles are investigated with varying size $L$. For each size $L$, 20 realizations are generated (see Fig. 9). The thermal conductivity of the matrix is 1.6 W.m$^{-2}$.K$^{-1}$. The PCM is assumed to be in its solid state and its thermal conductivity is 0.23 W.m$^{-2}$.K$^{-1}$. Fig. 9 shows that the RVE containing only one inclusion gives an effective thermal conductivity with an error of 0.76% as compared to the converged mean value. Then, in the following, the RVE with only one PCM inclusion is considered in the multiscale analysis.

3. Homogenization of mechanical properties during phase changes

3.1. Homogenization problem

In this section, we investigate how the thermal phase change in the PCM affects the effective mechanical properties of the RVE. As depicted in Fig. 2, the RVE is composed of three materials: (a) the matrix, composed of solid cement
paste; (b) the solid membrane made of PMMA; (c) the inclusion, made of paraffin wax, which can be either liquid or solid.

The numerical model presented at Section 2 is used to handle the thermal behavior of the RVE. Thus, the effective mechanical constitutive law (the elasticity tensor $C_{ijkl}$) is determined at each time-step of the thermal phase change by homogenization. The problem is to find the effective elastic properties of the equivalent homogeneous material while thePCM is melting or solidifying. The matrix and the membrane are assumed to have constant elastic properties, while the PCM has two phases described by $f(T)$ (liquid phase volume fraction). The phase change model gives a smooth concentration function $f(T)$ (see Fig. 6) which varies from 0 to 1 around the interface (see Figs. 4–5). Different mechanical properties are used in each phase of the PCM. The fourth-order elastic tensor $C_{ijkl}$ describes the local elastic constitutive law in the matrix such that

$$
\sigma = C : \epsilon,
$$

with $\sigma$ and $\epsilon$ the Cauchy stress tensor and the linearized elastic strain tensor, respectively. In order to use the smooth function $f(T)$ to define the solid-liquid interface, the liquid part of the PCM is assumed to be a linear elastic isotropic material that mimics the behavior of a static liquid, with very low shear coefficient and Poisson’s ratio close to 0.5. In summary, the stiffness matrix used for the PCM is given by:

$$
C_{PCM} = (1 - f(T))C^S_{PCM} + f(T)C^f_{PCM},
$$

where $C^S_{PCM}$ and $C^f_{PCM}$ denote the stiffness matrix for the solid and liquid phase in the PCM, respectively. Assuming small strain elastostatics and neglecting body forces due to the small size of the inclusions, the problem to be solved on the RVE is given by:

$$
\nabla \cdot \sigma(x) = 0 \quad \forall x \in \Omega,
$$

with

$$
\sigma(x) = C(x) : \epsilon(x),
$$

$$
\epsilon(x) = \frac{1}{2} \left( \nabla u(x) + \nabla^T u(x) \right)
$$

and

$$
\frac{1}{|\Omega|} \int_{\Omega} \epsilon \, d\Omega = \overline{\epsilon}.
$$

In the above, $u$ is the displacement field and $\overline{\epsilon}$ is the macroscopic strain applied on the RVE. Different boundary conditions can be applied on the RVE: KUBC (Kinematic Uniform Boundary Conditions), SUBC (Static Uniform Boundary Conditions) or PB (Periodic boundary conditions). In this work, periodic boundary conditions are employed, expressed by:

$$
u(x) = \overline{\epsilon} x + \tilde{u}(x),
$$

where $\tilde{u}(x)$ is a periodic function over $\Omega$. Condition (20) can be re-written as:

$$
u^+ - \nu^- = \overline{\epsilon}(x^+ - x^-),
$$

where $\nu^+$, $\nu^-$ and $x^+$, $x^-$ are respectively the displacement and the position of each pair of opposite nodes on $\partial \Omega$ (see Fig. 10). Such conditions can be prescribed e.g. by Lagrange multipliers techniques.

The problem being linear, the solution $u$ depends on the three independent components of $\overline{\epsilon}$ in the 2D case. Using the superposition principle, we can write:

$$
\epsilon = \epsilon^{11}_1 \overline{\epsilon} + \epsilon^{22}_2 \overline{\epsilon} + 2 \epsilon^{12} \overline{\epsilon}_{12},
$$

where $\epsilon$ is the solution of the problem (16)-(19) for an applied macroscopic strain tensor

$$
eff = \frac{1}{2} \left( e_1 \otimes e_1 + e_2 \otimes e_2 + e_3 \otimes e_3 \right),
$$

where $e_{\nu}$ is the solution of the problem (16)-(19) for an applied macroscopic strain tensor $e_{\nu}$.
and \( \mathbf{e}_i, i = 1, 2 \) in 2D are unitary basis vectors. The above relation can be re-written as

\[
\varepsilon(\mathbf{x}) = \hat{A}(\mathbf{x}) : \varepsilon
\]

where the fourth-order localization tensor \( \hat{A} \) is defined by:

\[
\hat{A}_{ijkl} = \varepsilon_{ij}^{kl}.
\]

Taking the space average of (17) over \( \Omega \), we obtain the effective elastic tensor at each time step of thermal load:

\[
\overline{\mathbf{C}}(t) = \frac{1}{|\Omega|} \int_{\Omega} \mathbf{C}(\mathbf{x}, t) : \hat{A}(\mathbf{x}, t) \ d\Omega.
\]

3.2. Results

The mechanical properties are listed in the table 1. When the PCM is in the liquid phase, a pseudo elastic model with low shear modulus taken as 1 MPa (negligible as compared to the stiffness of the matrix) and Poisson’s ratio of 0.49 is considered.

The 2D RVE of Fig. 15a is used. The time-dependent temperature given in Fig. 3 is applied at \( y = 0 \) and \( y = 1 \) mm while the other boundaries are insulated. Fig. 11 shows the variation of the components of \( \overline{\mathbf{C}} \) with time. All components of \( \overline{\mathbf{C}} \) have similar evolutions. The unsymmetric evolution of the curves is explained as follows. During melting, the solid PCM is surrounded by the liquid phase, such that the macroscopic loads \( \varepsilon \) applied on \( \partial\Omega \) cannot be transmitted to the solid part of the inclusion. But during solidification, the solid part of the PCM is connected to the shell and the matrix, so the solid phase contributes to the RVE’s effective mechanical response. As expected, the variation of each component of \( \overline{\mathbf{C}} \) during thermal phase changes remains small (does not exceed 1.6% in this case), because of the high ratio between the mechanical properties of the matrix and the PCM.

To confirm these results for larger volume fractions, we have conducted in Fig. 12 an analysis to evaluate the effects of a real incompressible fluid on the mechanical effective behavior. We consider two cases: (a) the present
simplified model, i.e. an RVE composed of a solid matrix and a solid PCM, whose effective properties are computed using classical linear homogenization (denoted as $C^S_{ijkl}$), and (b) a liquid PCM where the equilibrium of the RVE for an applied strain is computed by solving a full fluid-structure interaction problem. As the details of such calculations are out of the scope of this paper, we do refer to [24] for more details. In this second case, the effective elastic properties are denoted as $C^{S-\ell}_{ijkl}$. The relative error between the effective tensor for solid PCM $C^S_{ijkl}$ and for liquid PCM is computed here for a large volume fraction of PCM (19%) as:

$$E_r = \frac{C^S_{ijkl} - C^{S-\ell}_{ijkl}}{C^{S-\ell}_{ijkl}}.$$  (27)

As an example, Fig. 12 shows the relative error for the component $C_{1212}$. We can see from this curve that the present simplified model and the associated assumption of decoupled mechanical and thermal problems is valid as soon as the ratio between the Young modulus of the matrix ($E_m$) and of the solid PCM ($E_{PCM}$) is larger than $10^2$.

In conclusion, the effective elastic tensor $C$ can be assumed as constant and be computed a priori with respect to the thermal analysis, which greatly simplifies the multiscale analysis described in the next section.

4. Multiscale (FE$^2$) modeling of the transient thermal behavior with phase change

Due to the phase change of the PCM capsules, the effective thermal behavior is strongly nonlinear and the classical computational homogenization can no more be applied in that case. In this work, the FE$^2$ method is employed and extended to transient thermal behavior with phase change to obtain at each point (integration point of the macroscopic mesh) of the structure the macroscopic thermal behavior through RVE calculations. The phase change model

Figure 11: Variation of the components of $C$ during thermal phase changes.

(a) $C_{1111}$  
(b) $C_{2222}$  
(c) $C_{1122}$  
(d) $C_{1212}$
presented in section 2 is used for the microscale thermal problem. Assuming that the thermal solution has negligible impact on the mechanical solution (see section 3), the effective elastic tensor is computed separately before the analysis. Then the following FE procedure is only related to the nonlinear thermal analysis.

4.1. Microscale problem

The microscale problem is solved at each integration point of the macroscale structure (see Fig. 13) to obtain the macroscopic heat flux $\Phi$, the effective conductivity $\lambda$ and the effective specific heat density $\rho C_p$, given the macroscale temperature $T$ and temperature gradient $\nabla T$. The scale separation is assumed, which means that the characteristic size of the inclusions is much smaller than the dimensions of the structure. In addition to the local equations for the nonlinear microscopic thermal problem (see section 2), the RVE is subjected to homogeneous temperature gradient through the condition:

$$\frac{1}{|\Omega|} \int_{\Omega} \nabla T \, d\Omega = \nabla \mathcal{T}. \tag{28}$$

Classically, this condition can be satisfied for the boundary conditions:

$$T(x) = \nabla T \cdot x \quad \text{on } \partial \Omega \tag{29}$$

or

$$T(x) = \nabla T \cdot x + \mathcal{T}(x) \quad \text{on } \partial \Omega \tag{30}$$

where $\mathcal{T}(x)$ is a periodic function over $\Omega_m$. The boundary condition (30) can be rewritten as:

$$T^+ - T^- = \nabla T \cdot (x^+ - x^-), \tag{31}$$

where $T^+$ and $T^-$ are the temperature at each pair of opposite nodes (see Fig. 10). To ensure a unique solution at the microscale, the macroscale temperature $\mathcal{T}$ is used to introduce an additional constraint such that [17]:

$$\frac{\rho C_p T}{|\Omega|} = \frac{1}{|\Omega|} \int_{\Omega} \rho C_p T \, d\Omega. \tag{32}$$

4.2. Macroscale problem

4.2.1. Homogenized quantities

The macroscopic heat storage to be used is defined as its volume average over the RVE, as proposed in [17]:

$$\frac{\rho C_p}{|\Omega|} = \frac{1}{|\Omega|} \int_{\Omega} \rho C_p \, d\Omega, \tag{33}$$
and:

$$\overline{\Phi} = \frac{1}{|\Omega|} \int_\Omega \phi d\Omega.$$  \hspace{1cm} (34)

The effective tangent conductivity matrix is defined through:

$$\overline{\lambda} = -\frac{\partial \overline{\Phi}}{\partial \nabla T}.$$  \hspace{1cm} (35)

At each integration point of the macroscale discretization, $\overline{\lambda}$ can be evaluated numerically by finite difference approximation around the macroscopic temperature gradient $\nabla T$ by:

$$\overline{\lambda}_{ij} = -\frac{\Phi_i(\nabla T_j + \delta) - \Phi_i(\nabla T_j)}{\delta}.$$  \hspace{1cm} (36)

where $\delta$ is a small numerical parameter chosen to be negligible as compared to $\nabla T$. In 2D, $\overline{\lambda}_{ij}$ requires three FEM computations on the RVE, and four FEM computations in 3D. In 2D for example, each of the three FEM computations corresponds to the RVE problem in which equation (31) is used with $\nabla T$, $\nabla T + \delta [1 \ 0]^T$ and $\nabla T + \delta [0 \ 1]^T$ respectively. For the self-consistency of the paper, details on above relations are proposed in Appendix A.

### 4.2.2. Macroscale equations

The multiscale scheme is depicted in Fig. 13. At the macroscale, the model uses the effective quantities computed numerically from the RVE.

Considering a domain $\Omega \subset \mathbb{R}^D$, where $D$ is the domain dimension with boundary $\partial \Omega$, the problem to be solved at the macroscale is given by:

$$\rho C_p \frac{\partial \overline{T}}{\partial t} - \nabla \cdot \overline{\Phi} + h(\overline{T} - T_\infty) = 0 \text{ in } \Omega,$$  \hspace{1cm} (37)

$$\overline{\Phi} = -\overline{\lambda} \overline{\nabla T}.$$  \hspace{1cm} (38)

where $h$ is the convection coefficient and $T_\infty$ is the temperature of the media in contact with $\partial \Omega_h$.

### 4.2.3. FEM discretization and nonlinear solving procedure

The weak form corresponding to (37) is given by

$$\int_{\Omega} \rho C_p \frac{\partial \overline{T}}{\partial t} \delta \overline{T} d\Omega - \int_{\Omega} \overline{\Phi} \cdot \nabla \delta \overline{T} d\Omega + \int_{\partial \Omega_h} hT \delta \overline{T} d\Gamma_h - \int_{\partial \Omega_h} hT_\infty \delta \overline{T} d\Gamma_h = 0 = R(\overline{T})$$  \hspace{1cm} (39)
where $\delta T$ is a test function with sufficient regularity and satisfying $\delta T = 0$ on $\partial \Omega$. The above problem being highly nonlinear, a Newton solving procedure is proposed. Using Taylor expansion of $R$ around a known temperature solution $T^k$, we have at the first order:

$$R(T^k + \Delta T) = R(T^k) + D_{\Delta T}R(T^k)\Delta T + O(\Delta T^2) = 0$$  \hspace{1cm} (40)

where $D_{\Delta T}R(T^k)$ is the directional derivative, defined by:

$$D_{\Delta T}R(T^k) = \left[ \frac{dR}{d\alpha} \left( T^k + \alpha \Delta T \right) \right]_{\alpha=0}.$$

We have:

$$D_{\Delta T} \left( \int_{\Pi} \Phi \cdot \nabla \delta T \, d\Omega + \int_{\Omega} h \delta T \, dV \right) = \int_{\Pi} D_{\Delta T} \left( \Phi \cdot \nabla \delta T \right) \, d\Omega + \int_{\Omega} h D_{\Delta T} \delta T \, dV$$

$$= \int_{\Pi} \frac{\partial \Phi}{\partial T} \, d\Omega \left( \nabla \right) \cdot \nabla \delta T \, d\Omega + \int_{\Omega} h \Delta T \delta T \, dV + \int_{\partial \Omega} h \Delta T \delta T \, d\Gamma.$$  \hspace{1cm} (42)

Introducing the following approximation for the time derivative:

$$\frac{\partial \delta T}{\partial t} \approx \frac{T^k_{n+1} - T^k_n}{\Delta t}.$$  \hspace{1cm} (43)

then

$$D_{\Delta T} \left( \frac{\partial \delta T}{\partial t} \right) \approx \frac{\Delta T_{n+1}}{\Delta t} \equiv \frac{\Delta T}{\Delta t}.$$  \hspace{1cm} (44)

Then:

$$D_{\Delta T} \left( \int_{\Pi} \rho C_p \frac{\partial \delta T}{\partial t} d\Omega \right) = \int_{\Pi} \rho C_p \frac{\Delta T}{\Delta t} d\Omega.$$  \hspace{1cm} (45)

We finally obtain the linearized problem:

$$\int_{\Pi} \rho C_p \frac{\Delta T}{\Delta t} \delta T \, d\Omega + \int_{\Pi} \nabla \left( \Delta T \right) \cdot \nabla \delta T \, d\Omega + \int_{\Omega} h \Delta T \delta T \, dV$$

$$= \int_{\Pi} \rho C_p \frac{T^k_{n+1} - T^k_n}{\Delta t} \delta T \, d\Omega - \int_{\Pi} \Phi(T_{n+1}^k) \cdot \nabla \delta T \, d\Omega + \int_{\partial \Omega} \left[ T^k_{n+1} - T^\infty \right] \delta T \, d\Gamma,$$  \hspace{1cm} (46)

that is solved to obtain $\Delta \overline{T}$. Then, the temperature at time $t_{n+1}$ is corrected until convergence of the norm of the residual is sufficiently small according to:

$$T^k_{n+1} = T^k_n + \Delta \overline{T}.$$  \hspace{1cm} (47)

The macroscale structure is discretized using FEM elements. For the 2D examples, 3-nodes triangular elements are used while 4-nodes tetrahedral or 8-nodes hexahedral elements are used in 3D cases. In each element, the temperature increment and its gradient are approximated by:

$$\Delta \overline{T} = N(x) \Delta T^e, \quad \nabla(\Delta \overline{T}) = B(x) \Delta T^e$$

where $\Delta T^e$ denotes a vector of nodal values of $\Delta T$. The same discretization is used for the test function:

$$\delta T = N(x) \delta \overline{T}, \quad \nabla(\delta \overline{T}) = B(x) \delta \overline{T}.$$  \hspace{1cm} (49)
where \( \mathbf{N}(\mathbf{x}) \) and \( \mathbf{B}(\mathbf{x}) \) are vectors and matrices of shape functions, and of shape functions derivatives, respectively. Introducing the above discretization in (46) we obtain a linear system of equations in the form:

\[
\left( \frac{1}{\Delta t} \mathbf{C} + \mathbf{K} \right) \Delta \mathbf{T} = -\mathbf{R},
\]

where

\[
\mathbf{C} = \int_{\Omega} \mathbf{N}^T \rho C_p (T_{n+1}) \mathbf{N} d\Omega,
\]

\[
\mathbf{K} = \int_{\Omega} \mathbf{B}^T \mathbf{A}(T_{n+1}) \mathbf{B} d\Omega + \int_{\partial \Omega_b} \mathbf{N}^T h \mathbf{N} d\Gamma,
\]

and

\[
\mathbf{R} = \int_{\Omega} \mathbf{N}^T \rho C_p (T_{n+1}) \left( \left[ T_{n+1} \right] - \mathbf{T}_m \right) d\Omega - \int_{\Omega} \mathbf{B}^T \mathbf{\Phi} \left( T_{n+1} \right) d\Omega
\]

\[
+ \int_{\partial \Omega_b} h \mathbf{N}^T \left( \mathbf{N} \left[ T_{n+1} \right] \right) d\Gamma.
\]

Then, when the transient nonlinear thermal regime is considered, the overall algorithm is described as follows:

**Algorithm 1** Solving procedure

```
for each time step \( n + 1 \) do
    Given macroscale boundary conditions at time \( t_{n+1} \)
    for each iteration \( k \) do
        Compute \( \rho C_p (T_{n+1}) \), \( \mathbf{\Phi} (T_{n+1}) \) and \( \mathbf{A}(T_{n+1}) \) by (33,34,36).
        Update solution: Compute \( \Delta \mathbf{T} \) by (50).
        if Convergence : \( |R_n| \leq \text{tolerance} \) then
            New time step : \( n \leftarrow n + 1 \)
        else
            New iteration : \( k \leftarrow k + 1 \)
        end if
    end for
end for
```

If the steady-state regime is considered for the thermal problem, the above linear system reduces to:

\[
\mathbf{K} \Delta \mathbf{T} = -\mathbf{R}',
\]

with

\[
\mathbf{R}' = -\int_{\Omega} \mathbf{B}^T \mathbf{\Phi} \left( T_{n+1}^k \right) d\Omega + \int_{\partial \Omega_b} h \mathbf{N}^T \left( \mathbf{N} \left[ T_{n+1}^k \right] \right) d\Gamma.
\]

5. Numerical examples

5.1. Stationary heat transfer

We first validate the present procedure in a steady-state regime at both scales. The geometry of the structure is depicted in Fig. 14.

The RVEs used in 2D and 3D are depicted in Fig. 15. The radius of the PCM inclusions is taken as \( R = 0.2 \) mm and the thickness of the membrane is taken as \( e = 0.015 \) mm. The thermo-physical properties of the matrix, of the membrane and of the PCM phases are listed in table 2. The PCM latent heat of fusion is taken as \( L_F = 1.68 \times 10^5 \)
Figure 14: 2D steady state problem: geometry of the macroscale structure.

Figure 15: RVE: geometry; (a) 2D RVE; (b) 3D RVE.
Table 2: Thermo-physical proprieties of the phase within the RVE.

<table>
<thead>
<tr>
<th></th>
<th>$\lambda$ [W. m$^{-1}$. K$^{-1}$]</th>
<th>$\rho$ [kg. m$^{-3}$]</th>
<th>$C_p$ [J. kg$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matrix</td>
<td>0.92</td>
<td>2300</td>
<td>880</td>
</tr>
<tr>
<td>Membrane</td>
<td>0.17</td>
<td>1200</td>
<td>1400</td>
</tr>
<tr>
<td>Solid PCM</td>
<td>0.23</td>
<td>900</td>
<td>2400</td>
</tr>
<tr>
<td>Liquid PCM</td>
<td>0.15</td>
<td>934</td>
<td>1800</td>
</tr>
</tbody>
</table>

J kg$^{-1}$ with a melting point at 300.15 K ($T_s = 299.65$ K and $T_\ell = 300.65$ K). The dynamic viscosity of the liquid phase is $\eta_\ell = 3.42 \times 10^{-3}$ Pa.s.

At the macroscale, the mesh is composed of 512 triangular elements. The RVE is discretized with 2518 triangular elements. Constant temperatures are applied on the macroscale structure boundaries: $T_l = 303.15$ K at $x = 0$ cm and $T_r = 293.15$ K at $x = 20$ cm (see Fig. 14). On the other boundaries, the heat flux is zero.

![Figure 16: Two scales steady-state solution for the 2D case.](image)

Fig. 16 shows the temperature solution at the macroscale and the liquid phase indicator $f(T)$ within different RVEs. The indicator $f(T)$ takes 0 value for solid phase and 1 for liquid phase. In regions of the structure where the macroscopic temperature field is close to the melting point of the PCM, we can notice incomplete melted PCM in the corresponding RVEs. To validate the FE$^2$ model, a complete FEM analysis is performed where all heterogeneities are explicitly described (see Fig. 17). The heterogeneous structure is composed of periodically distributed cells identical to the RVE of Fig. 15a.

In this case, the constant temperatures $T = 303.15$ K and $T = 297.15$ K are prescribed on the left and right ends. The macroscale mesh is composed of 40 triangular elements. For the full FEM analysis, the mesh is composed of 406768 triangular elements.

Fig. 18 shows the $x$–component of the heat flux and the phase indicator in the PCM inclusions for the full FEM analysis. The temperature at $y = 0.5$ mm is compared to the FE$^2$ solution (see Fig. 19). We can note a good agreement, even though the FE$^2$ solution cannot describe the small fluctuations due to the PCM particles, as expected. To compare the heat fluxes, we compute the mean value of $\overline{\Phi_x}$ along the $y$-axis for the full FEM solution as a function of $x$: 

16
\[ \Phi_x(x) = \frac{1}{y_{\text{max}} - y_{\text{min}}} \int_{y_{\text{min}}}^{y_{\text{max}}} \phi_y dy. \]  

(56)

For the FE\(^2\) model, the \(x\)-component of the flux does not vary along the \(y\) axis. In Fig. 19, the \(x\)-component of the heat flux obtained from FE\(^2\) is compared to the mean value expressed by Eq. (56), showing a good agreement on the average values. As the microscale temperature fluctuations are averaged out, we observe a small gap between the curves, especially around the melting temperature. However, the zoom box in 19a shows that this gap remains negligible.

![Figure 17: Structure used for the validation of the FE\(^2\) procedure.](image)

![Figure 18: Full FEM analysis: (a) \(x\)-component of the heat flux; (b) phase indicator.](image)

![Figure 19: Comparison between FEM and FE\(^2\) results along \(x\)-axis: (a) temperature field; (b) heat fluxes.](image)

The computational gains between the direct solving and the FE\(^2\) are (54\% reduction). However, the reference problem of Fig. 18 is of small size to allow its resolution in a reasonable time. For this reason, the computational gains between the direct solving and the FE\(^2\) are not drastic. However, these gains dramatically increase with the size of the mesh and especially in 3D where the direct solving is simply not feasible (see section 5.3). To better show the micro-scale phase changes effects, the transient regime is studied in the following.
5.2. 2D transient thermal conduction

In this example, we consider transient thermal conduction regime at the macroscopic scale. Choosing large time steps at the macroscale yields steady state regime at the microscale due to scale separation. For this analysis, we consider the case depicted in Fig. 20. The thermal conductivity of the matrix is 1.7 W.m\(^{-1}\).K\(^{-1}\). The macroscale time step is \(\Delta t = 60\) s. Time-dependent boundary conditions are prescribed at \(x = 0\) cm by:

\[
T_{(x=0)} = T_0 + \delta T \sin\left(\frac{2\pi t}{t_F}\right).
\]

A convective exchange is considered at the right-end of the structure, with \(h = 10\) W.m\(^{-2}\).K\(^{-1}\) and \(T_\infty = 297.15\) K. The other boundaries are insulated. In (57), \(t\) is the current time, \(T_0 = 300.15\) K, \(\delta T = 10\) K and \(t_F\) is the total simulation time fixed at 12 hours. \(T_{(x=0)}\) is a sine function which varies up to \(\pm 5\) K around the melting temperature of the PCM every 3 hours (see Fig. 21). The initial temperature is considered as \(T_i = 300.15\) K.

Fig. 21 shows the temperature applied at \(x = 0\) cm and the temperature at different locations of the macroscale structure with and without PCM. These curves show a significant offset between the inner temperature of the structure embedding PCM and the structure without PCM capsules. The temperature peaks are smoother in the structure with PCM. There is an offset up to 4 K compared to the homogeneous structure. This confirms the experimental results reported in several works of the literature [25], and demonstrates the capacity of the PCM capsules to regulate the temperature in structures and buildings.

5.3. 3D transient thermal conduction

We now consider the 3D case shown in Fig. 22. The thermo-physical properties of the RVE are the same as in Table 2. The RVE used is shown in Fig.15b. The radius of the PCM capsule is \(R = 0.3\) mm (corresponding to a volume fraction of 0.113). Initially, the whole structure is at \(T_i = 297.15\) K. A constant temperature of 303.15 K is applied at \(x = 0\) cm and \(T = 297.15\) K at \(x = 20\) cm, while the rest of the boundary is insulated. The final time simulation is 4 hours. The macroscale time step is \(\Delta t = 60\) s. The structure is discretized with 6144 tetrahedral elements while the RVE is composed of 36315 tetrahedral elements. Fig. 23 shows the macroscale temperature solution and the liquid phase indicators on four specific RVEs at \(t = 4\) hours.

As expected, at \(x = 5\) cm, as the macroscale temperature is higher than the melting point, the PCM is fully melted. In the same way, there is a fully solid PCM in the RVE at \(x = 19.17\) cm because the macroscale temperature is less than the melting temperature of PCM. On the other hand, there are partially melted PCM in the RVEs where the macroscale temperature is close to the melting point of the PCM. Fig. 24 shows the temperature at the center cross line \((y = 5\) cm, \(z = 5\) cm) for different times, and the temperature evolution with time at \(x = 10\) cm, \(y = 5\) cm, \(z = 5\) cm, with and without PCM.

5.4. 3D thermo-mechanical example

In this next example, we apply the method by taking into account the thermo-mechanical effects. We consider the 3D macroscale structure shown in Fig. 25. The geometry is discretized with 2795 8-node hexahedra. A constant
Figure 21: Temperature at different points of the macroscopic structure.

Figure 22: Macroscopic scale structure for the 3D thermal problem.
Figure 23: Two scales temperature solution at $t = 4 \text{ h}$.

Figure 24: Temperature in the structure at the macro scale: (a) temperature along the $x$–axis for different times; (b) temperature at the center of the structure with and without PCM particles.
temperatures of 305.15 K, 299.15 K and 291.15 K are respectively applied on the surfaces at \( x = 0, y = 0 \) and \( z = 0 \). A convection heat flux is considered at three surfaces and the others are insulated, as described in Fig. 25. The mechanical load is as follows: the bottom side of the structure (\( z = 0 \)) is blocked and \( z \)-components of the displacement at the upper side are set to -0.15 m. The material properties are listed in Tables 1 and 2. The thermal conductivity of the matrix is 1.7 W m\(^{-1}\)K\(^{-1}\) and the radius of PCM is 0.3 mm.

Fig. 26 shows the thermal fields within the macroscopic structure. At the side parallel to the plan \( x = 0 \), we can observe that the temperature gradient is high, resulting in an important heat flux. Close to the bottom, the heat flux decreases and far from this location, the heat flux is almost one-dimensional.

The mechanical fields are depicted in Fig. 27: the displacement magnitude and the mean stress (von Mises). The macroscale solution has been obtained using the effective stiffness matrix, considering the PCM at solid state, as it has been shown in section 3 that the phase change does not affect significantly the effective elastic tensor if the stiffness of the matrix is high. This example shows the potential of the present framework to handle more realistic industrial cases of thermomechanical simulation of buildings embedding micro-encapsulated PCM.

5.5. Effects of PCM volume fraction

In this example, the volume fraction of PCM is varied to study its effects on the macroscopic heat transfer. The case presented in Fig. 20 is performed for five values of \( R \) : 100 \( \mu \)m, 150 \( \mu \)m, 200 \( \mu \)m, 250 \( \mu \)m and 300 \( \mu \)m. A constant temperature of \( T = 313.15 \) K is applied at \( x = 0 \) cm.

As expected, the volume fraction of microscale inclusion has an effect on the macroscale heat conduction. In Fig. 28, the temperature profile in the structure increases when the radius of the PCM capsule decreases. We can observe a kink in the curves which corresponds to the position of the melting front. Due to the phase change, we have two different macroscale thermal behaviour at each side of the kink. The offset between the zone with liquid PCM and the zone with solid PCM increases with the PCM volume fraction which explains why the kink in the curves is more pronounced for 28.27% of PCM. In Fig. 29b, we compare the offset of the temperature between the homogeneous structure and the PCM composite, using data from Fig. 29a: this offset increases with the radius of PCM. This curve shows the effectiveness of the composite compared to the matrix alone. As the heat flux passes through the matrix, these results can be improved by using higher thermal conductivity of the PCM (see e.g. [26]).

6. Conclusion

In this study, a FE\(^2\) multilevel method has been developed to study the heat transfer and the mechanical behavior in structures made of concrete based composites embedding PCMs in both 2D and 3D cases. An equivalent capacity
Figure 26: Thermal fields: (a) temperature; (b) heat flux.

Figure 27: Mechanical fields: (a) displacements; (b) von Mises stress.

Figure 28: Temperature along x-axis (y = 2.5 cm) for different volume fraction of PCM at $t = 4$ hours.
method has been used to model thermal phase changes within the PCM. The developed numerical framework allows studying the strong nonlinear, history-dependent thermal response of the structure embedding PCM, which is not feasible if all heterogeneities are explicitly meshed due to the scale separation between the size of the structure and of the dimensions of the PCM capsules. The study shows the benefits of PCM on the effective thermal behavior: the peaks of temperature in the structure are smoothed and shifted as compared to the material without PCM. We have shown that the offset between the temperature in the structure and the applied temperature increases with the radius of the PCM’s capsule in the RVE. It has also been shown that due to the large stiffness of the matrix, the effects of the thermal problem over the mechanical response are negligible. The trends obtained by the numerical results are in good agreement with the experimental observations.
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Appendix A. Scale bridging relations

Appendix A.1. Average of temperature gradient

We consider a 2D RVE composed of two phases (see Fig. A.30). The two phases occupy respectively two domains $\Omega^1$ and $\Omega^2$ which are separated by an interface $\Gamma$.

$n$ is the outward unit vector at the boundary. The temperature fields in each domain are respectively denoted by $T^1$ and $T^2$. Using the divergence theorem, the volume average of temperature gradient in the microscale domain $\Omega = \Omega^1 \cup \Omega^2$ is given by:

$$\frac{1}{|\Omega|} \int_{\Omega} \nabla T \, d\Omega = \frac{1}{|\Omega|} \int_{\Omega^1} T^1 \, d\Gamma + \frac{1}{|\Omega|} \int_{\Gamma} T^1 \, n^1 \cdot d\Gamma + \frac{1}{|\Omega|} \int_{\Gamma} T^2 \, n^2 \cdot d\Gamma.$$  \hfill (A.1)

Assuming perfect interfaces, $T^1 = T^2$ across $\Gamma$. Using (29) we have

$$\frac{1}{|\Omega|} \int_{\Omega} \nabla T \, d\Omega = \frac{1}{|\Omega|} \int_{\Omega^1} T^1 \, d\Gamma = \frac{1}{|\Omega|} \int_{\Gamma} \nabla T \cdot n \, d\Gamma.$$  \hfill (A.2)

Applying the divergence theorem again on the last term of (A.2) and noting that $\nabla x = 1$, we finally obtain
Appendix A.2. Average of heat flux

In this section, we give the proof of (34) which express the equivalence between the volume average of the microscale heat flux and the macroscale heat flux. Noting that $\phi_{ij} = 0$, we have:

$$\frac{\partial}{\partial x_i} (\phi_i x_j) = (\phi_i x_j)_i = \phi_{i} x_j + \phi_{i} (x_j)_i = \phi_{i} \delta_{ij} = \phi_j.$$  \hfill (A.4)

From (A.4) and using the divergence theorem,

$$\frac{1}{|\Omega|} \int_{\Omega} \phi_j d\Omega = \frac{1}{|\Omega|} \int_{\Omega} (\phi_i x_j)_i d\Omega = \frac{1}{|\Omega|} \int_{\partial\Omega} \phi_{i} x_j n_i d\Gamma.$$ \hfill (A.5)

Considering the RVE depicted in Fig. A.30, $\phi^1$ and $\phi^2$ denote the heat flux respectively in $\Omega^1$ and $\Omega^2$. Then,

$$\frac{1}{|\Omega|} \int_{\Omega} \phi_j d\Omega = \frac{1}{|\Omega|} \int_{\Omega^1} \phi_j^1 d\Omega + \frac{1}{|\Omega|} \int_{\Omega^2} \phi_j^2 d\Omega$$

$$= \frac{1}{|\Omega|} \int_{\Omega^1} \phi_j^1 n_i x_j d\Gamma + \frac{1}{|\Omega|} \int_{\Omega^2} \phi_j^2 n_i x_j d\Gamma - \frac{1}{|\Omega|} \int_{\Gamma} \phi_j^1 n^1_i x_j d\Gamma \quad \text{(A.6)}$$

Assuming perfect interface, $\phi^1 = \phi^2$ across $\Gamma$. (A.6) becomes

$$\frac{1}{|\Omega|} \int_{\Omega} \phi_j d\Omega = \frac{1}{|\Omega|} \int_{\partial\Omega} \phi_j^1 n_i x_j d\Gamma.$$ \hfill (A.7)

Using uniform heat flux boundary conditions expressed as

$$\overline{\Phi} \cdot n = \phi \cdot n \quad \text{on} \quad \partial\Omega,$$ \hfill (A.8)

we have:

$$\frac{1}{|\Omega|} \int_{\Omega} \phi_j d\Omega = \frac{1}{|\Omega|} \int_{\partial\Omega} \overline{\Phi} n_i x_j d\Gamma = \frac{1}{|\Omega|} \int_{\Omega} (\overline{\Phi}_i x_{ij})_j d\Omega = \overline{\Phi}_j.$$ \hfill (A.9)
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